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1. Theoretical framework

-> Human language is a “complex system”!



Our hypothesis

* Human language is a complex system.
: trade-off, balance, self-organization.

* Information theory point of view

. A trade-off (self-organization) exists between

the speech rate and the information density in
human communication, regardless of their coding
system (Pellegrino et al. 2011).



Phonological complexity
 Two ways of measuring phonological complexity

- Linguistic approach
: Average syllabic complexity in terms of number
of constituents (number of segments + tone).

- Quantitative approach

: “Syllabic entropy” (calculated from the
distribution of syllable frequencies), notion adapted
from the Information theory.



2. Corpus description and analysis method

-> Multilingual oral and text corpus of East Asian languages



Multilingual Oral corpus

Description

Subset of multilingual oral corpus in Japanese,
Korean, Mandarin supplied by EUROM 1 corpus
extracted for the MULTEXT project (Campione &
Véronis (1998), Komatsu et al. (2004), Kim et al.
(2008)).

20 short texts (of 3-5 semantically connected
sentences) translated in each language with local
adaptation when necessary.

6 speakers for Japanese , 10 for Korean, 9 for
Mandarin.



Example of oral script

Japanese
Passage: 01

1. FKOEKIZDOHAHBENTT,

2. KENRETEDLHINT, HE
5T o EAKEN T T

3. 77 Aoy, KIEH DA
m&%%mﬁmim%bfwt
T ETH?

<t
L
& H
(&

Nb of svllables: 120

Korean Mandarin
Passage: 01 Passage: 01
1. 27|17} nAFo] W&Uch 1 FRAYEIRZR M BIR T
2. 22917} U oA Eo] ﬁdgkm Fir LK E
AL G2AAEQ. TE(}ILHZI'

o= 519 9] olx] a3, EEEANERIR AN 2
S TEENR LY W B
4, A7} e 0 dho] A 4 XRBFA RS
ol JIEAE=R o

5. KRZ A AF AR
CERG

Nb of syllables: 89 Nb of syllables: 57




Basic notions

Syllable rate

: Number of syllables uttered per second.
Information density

: Amount of linguistic information per syllable.
Information rate

: Amount of information transmitted per unit of time.

Analysis method

Syllable rate is calculated by removing silence intervals
longer than 150ms.

Information density and information rate are calculated
respectively by pairwise comparisons of the total number of
syllables per each text and the mean duration of data, using
Korean as a reference.




Multilingual text corpus

Description

Large text corpus (internet, newspapers, books, etc) which
are available online.

Different resources for each language.
- Japanese: Tamaoka and Makioka, 2004.
(# of different syllables: 416, total # of syllables: 575.7M)
- Korean: Kang Seung-Shik, Kookmin nlp corpus.
(# of different syllables: 2026, total # of syllables: 31.2M)
- Mandarin: PhD, Peng Gang, 2005.
(# of different syllables: 1191, total # of syllables: 138 M)
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Analysis

Information theory-based approach

: Language L is a source of linguistic sequences
composed of syllables (o) from a finite set (N,)
(Pellegrino 2012).

: : N,
Syllabic entropy: H - —21?01. logz(Pai)
- Cognitive cost of using a syllable (Ferrer i
Cancho & Diaz- Guilera 2007)
- Quantity of information of a syllable
- probability {, information (entropy) T
- probability I information (entropy) |,
- p=1, no information
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Syllable rate

- Syllable rate of Japanese, Korean & Mandarin

[HEY
o

(# syl/sec)

JA

KOR

Language

i

MA

Language Syllable | Confidence
rate interval
JA 7.86 0.07
KOR | 6.88 | 0.09
MA 5.18 0.13
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- Information density, syllable rate & information

rate of Japanese, Korean & Mandarin
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-> Negative correlation (trade-off) between information density

and syllable rate, regardless of information rate which varies little.
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- Relation between information rate
and syllabic entropy
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Information rate
(syntagmatic dimension)

-> Syntagmatic dimension (information rate) and paradigmatic
dimension (syllabic entropy) of phonological complexity are related.
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* In conclusion

- Our hypothesis: trade-off between syllable rate and
information density -> stable value of information rate.

- Syllabic entropy: efficient method for computing
phonological complexity -> no need to count the # of
syllable constituents.

- Adding “1” for the tone in case of Mandarin, without
taking the pitch accent into account in case of Japanese.

- Syllabic entropy/phonological complexity
(paradigmatic dimension) and information rate (syntagmatic
dimension) can be positively correlated -> need to add more
languages to verify it!
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Perspectives

Language universal?

: To prove our hypothesis (trade off between
syllable rate and information density, which
regulates information rate) -> add more

typologically distant languages (14 languages for
now: Bas, Cat, En, Fa, Fr, Ge, Hu, It, Ja, Kor, Ma, Sp,
Tur, Wo).

Study of syllable rates of bilinguals (Basque-
Spanish and Catalan-Spanish speakers in Spain)

Expansion of the notion of complexity to
morphological and syntactic level.
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Merci beaucoup!



